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Skeleton Driven Non-rigid Motion 
Tracking and 3D Reconstruction

We presents a method for reconstructing the non-rigid surface motion of human performance using a moving RGB-D camera.
Current approaches use local optimization and needs many iterations to converge and may get stuck in local minima during sudden
articulated movements. We propose a puppet model-based tracking approach using skeleton prior, which provides a better
initialization for tracking articulated movements. The proposed approach uses an aligned puppet model to estimate correct
correspondences for human performance capture. We also contribute a synthetic dataset which provides ground truth locations for
frame-by-frame geometry and skeleton joints of human subjects. Experimental results show that our approach is more robust when
faced with sudden articulated motions, and provides better 3D reconstruction compared to the existing state-of-the-art approaches.

Advantages of using puppet model’s rigid transformation for tracking 
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Methodology

Figure 1: Block diagram of inputs and outputs of our proposed system. (a), (b) and (c) shows colour, depth and
skeleton inputs at current frame. (d) and (e) illustrates puppet model and 3D reconstruction outputs at previous
frame and finally (f) and (g) are puppet model and 3D reconstruction output at current frame.
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Synthetic Data 
● We contribute synthetic data for evaluating non-rigid 3D reconstruction of human subjects . 
● The data hashas ground truth for frame-to-frame geometry and skeleton joint detection.
● Publicly available at: https://research.csiro.au/robotics/databases/

Figure 4: Each frame in the synthetic data consists of RGB image, depth image, skeleton and ground truth 

geometry (shown from left to right).

Experiments 

Iteration Mean Std Hausdroff Outliers

Case1

1 16.1 15.3 0.2155 7599

2 11.2 11.6 0.2095 6464

3 9.4 11.0 0.2088 5451

4 8.6 10.3 0.2070 5027

Case2

1 13.8 13.5 0.2107 7099

2 10.2 10.6 0.2026 5913

3 8.5 9.6 0.2013 5179

4 7.7 8.6 0.1978 4840

Figure 5: Left with initialization and right without

initialization. We can see that in the right image

tracking failed and error accumulated in the 3D

reconstruction.

Table 1: Qualitative comparison between (case1) tracking without any

initialization and (case2) tracking with initialization using puppet

model's rigid transformation
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Figure 6: (a,b) - average error on each frame is plotted from the ‘Punch Strike’ and ‘Boxing’ data respectively. Black and red correspond to
using DynamicFusion[1] and BodyFusion[2] respectively and blue corresponds to our method. (c)- qualitative comparison from ‘Boxing’
data. The top row shows reconstruction from DynamicFusion[1] and the middle row shows reconstruction from BodyFusion[2] and the
bottom row is the reconstruction from our approach.

Comparison with state-of-the-art approaches 
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Qualitative results 

Figure 7: (a)- is motion tracking results from ‘Exercise’ sequence and (b) is live 3D reconstruction results from the ‘Boxing’ sequence. For
both cases the upper row shows images of different frames and the lower row shows the respective 3D reconstructions. The frame index is
shown below.
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Calculation of initial transformation of each body parts 

Correspondence Estimation 

Figure 3: For a point in the reconstruction the nearest neighbour in the puppet model is estimated (shown in
first and second images from left to right). The corresponding point in the aligned puppet is used for finding
nearest neighbour in the target cloud (shown in third and forth images).

At each frame initial rigid 
transformation (Rinit, tinit) of 
each body part is calculated 
using the angle between the 
skeleton bones.  

Figure 2: Illustration of estimating rigid transformation using the angle between the skeleton bones.
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